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1. Introduction

There are many interesting situations of practical importance in which the temperature gradient is a function of both space and time. This uniform temperature gradient (temperature modulation) can be determined by solving the energy equation with suitable time-dependent thermal boundary conditions and can be used as an effective mechanism to control the convective flow. Predictions exist for a variety of responses to modulation depending on the relative strength and rate of forcing. Among these, there are the upward or downward shift of convective threshold compared to the unmodulated problems. Lot of work is available in the literature covering how a time-periodic boundary temperature affects the onset of Rayleigh–Bénard convection. An excellent review of various parameters on the heat transport is also discussed.

The present paper deals with a weak non-linear stability problem of magneto-convection in an electrically conducting Newtonian fluid, confined between two horizontal surfaces, under a constant vertical magnetic field, and subjected to an imposed time-periodic boundary temperature (ITBT) or gravity modulation (ITGM). In the case of ITBT, the temperature gradient between the walls of the fluid layer consists of a steady part and a time-dependent oscillatory part. The temperature of both walls is modulated in this case. In the problem involving ITGM, the gravity field has two parts: a constant part and an externally imposed time periodic part, which can be realized by oscillating the fluid layer. The disturbance is expanded in terms of power series of amplitude of convection, which is assumed to be small. Using Ginzburg–Landau equation, the effect of modulations on heat transport is analyzed. Effect of various parameters on the heat transport is also discussed.

The effect of temperature modulation on thermal stability in a viscous fluid layer was first considered by Venezian [2]. Performing a linear stability analysis of small amplitude temperature modulation, he derived the onset criteria using a perturbation expansion in powers of the amplitude of oscillation. He showed that the onset of convection can be delayed or advanced depending on the values of the parameters as well as on the types of modulation. Using Galerkin technique and Floquet theory, Rosenblat and Tanaka [3] studied the effect of thermal modulation on the onset of Rayleigh–Bénard convection for rigid–rigid boundaries. The first non-linear problem of thermal instability under temperature modulation was studied by Roppo et al. [4]. They observed that ranges of stable hexagons are produced by the modulation effect near the critical Rayleigh number. Bhadauria and Bhatia [5] studied the effect of temperature modulation on thermal instability by considering rigid–rigid boundaries and different types of temperature profiles. Also Bhadauria [6] studied the effect of temperature modulation respectively, under vertical magnetic field. Further Bhadauria et al. [7] studied the non-linear aspects of thermal instability under temperature modulation, considering various temperature profiles.

The problem of convection in a fluid layer in the presence of complex body forces has gained considerable attention in recent decades due to its promising applications in engineering and technology. The time-dependent gravitational field, one of the complex forces, is of interest in space laboratory experiments, in areas of crystal growth and others. It is also of importance in the large-scale convection in atmosphere. The random fluctuations of gravity field, both in magnitude and direction, experienced in space laboratories, significantly influence natural convection. Existence of adverse density variations within the fluid and a body force are the necessary conditions to initiate natural convection. The idea of using
mechanical vibration as a tool to improve the heat transfer rate has received much attention.

Gresho and Sani [8] and Greshuni and Zhukhovitskii [9] were the first to study the effect of gravity modulation in a fluid layer. Biringen and Peltier [10] investigated, numerically, the non-linear problem of gravity modulation in a fluid layer. Shu et al. [12] examined the effects of modulation of gravity and thermal gradients on natural convection in a cavity, numerically as well as experimentally. They found that for low Prandtl number fluids, modulations in gravity and temperature produce the same flow field both in structure and in magnitude. Clever et al. [11], Rogers et al. [14], Aniss et al. [15,16], and Bhadauria et al. [17] showed that the gravitational modulation, which can be realized by vertically oscillating a horizontal liquid layer, acts on the entire volume of liquid and may have a stabilizing or destabilizing effect depending on the amplitude and frequency of the forcing. Boulal et al. [18] focused attention on the influence of a quasi-periodic gravitational modulation on the convective instability threshold. They predicted that the threshold of convection corresponds precisely to quasi-periodic solutions.

Magneto-convection arises due to the interaction of electrically conducting fluid flow and the applied magnetic field. Ozoe and Maruo [19] investigated magnetic and gravitational natural convection of metal silicon and performed two-dimensional numerical computations to obtain the rate of heat transfer. Siddheshwar and Pranesh [20] examined the effects of time-periodic temperature/gravity modulation on the onset of magneto-convection in electrically conducting fluids with internal angular momentum by making a linear stability analysis.

In this paper, we use the Ginzburg–Landau (GL) equation to examine non-linear magneto-convection in an electrically conducting Newtonian liquid. GL equations arise as a solvability condition in a wide variety of problems in continuum mechanics while dealing with a weakly non-linear stability of systems.

The best of authors' knowledge no study is available in which non-linear study of the effect of temperature modulation or gravity modulation on magneto-convection in a Newtonian liquid is considered using Ginzburg–Landau equation. Therefore, in this paper, we study non-linear magneto-convection in the presence of ITBT or ITGM.

2. Mathematical formulation

We consider an electrically conducting liquid of depth $d$, confined between two infinite, parallel, horizontal planes at $z=0$ and $z=d$. Cartesian co-ordinates have been taken with the origin at the bottom of the liquid layer, and the $z$-axis vertically upwards. The surfaces are maintained at a constant gradient $\Delta T/d$ and a constant magnetic field $H_0\mathbf{k}$ is applied across the liquid region (as shown in Fig. 1). Under the Boussinesq approximation, the dimensional governing equations for the study of magneto-convection in an electrically conducting liquid are

$$
\frac{\partial \mathbf{q}}{\partial t} + (\mathbf{q} \cdot \nabla) \mathbf{q} = -\frac{1}{\rho_0} \nabla p + \frac{\rho}{\rho_0} \mathbf{g} + \frac{\mu_m}{\rho_0} \nabla^2 \mathbf{q} + \frac{\mu_m}{\rho_0} \mathbf{H} \cdot \nabla \mathbf{H},
$$

(1)

$$
\frac{\partial T}{\partial t} + (\mathbf{q} \cdot \nabla) T = \kappa \nabla^2 T,
$$

(2)

$$
\frac{\partial \mathbf{H}}{\partial t} + (\mathbf{q} \cdot \nabla) \mathbf{H} - (\mathbf{H} \cdot \nabla) \mathbf{q} = \nu_m \nabla^2 \mathbf{H},
$$

(3)
The constants and variables in the above equations have their usual meanings as given in the nomenclature. The relation between the density and temperature is given by 

\[ \rho = \rho_0 [1 - a(T - T_0)] \]  

In our study we first consider the effect of temperature modulation (time-periodic boundary temperatures) and then the effect of gravity modulation (time-periodic body force) on heat transport by magneto-convection.

For temperature modulation of the boundaries, we consider the imposed surface temperature conditions as

\[ T(t) = T_0 + \frac{\Delta T}{2} \left[ 1 + \epsilon^2 \delta_2 \cos(\omega t) \right] \quad \text{at} \quad z = 0 \]

\[ = T_0 + \frac{\Delta T}{2} \left[ 1 - \epsilon^2 \delta_2 \cos(\omega t + \phi) \right] \quad \text{at} \quad z = d. \]  

Here \( \delta_2 \) represents the amplitude of modulation and \( \epsilon \) (to be defined later in the next section) indicates the smallness of the amplitude, \( \Delta T \) is the temperature difference, \( \omega \) is the modulation frequency and \( \phi \) is the phase angle.

The basic state of fluid is quiescent and is given by

\[ \tilde{q}_b = 0, \quad p = p_0(z,t), \quad T = T_b(z,t), \quad \rho = \rho_0(z,t), \quad \tilde{H}_b = H_b \hat{k}, \]  

\[ \tilde{\rho}_b = -\rho_0 \tilde{g}. \]  

\[ \rho_b = \rho_0 [1 - 2(T - T_0)]. \]

The solution of Eq. (9), subject to the boundary conditions (7), is given by

\[ T_b(z,t) = T_b(z) + \epsilon^2 \delta_2 \Re\{T_b(z,t)\}, \]  

where

\[ T_b(z,t) = T_0 + \frac{\Delta T}{2} \left( 1 - \frac{2z}{d} \right). \]

\[ T_b(z,t) = \left[ a(\lambda) e^{iz/d} + a(-\lambda) e^{-iz/d} \right] e^{-\lambda z}. \]

\[ \lambda^2 = -\omega d^2/\kappa_T \quad \text{and} \quad a(\lambda) = \frac{\Delta T}{2} e^{-\lambda z} - e^{-\lambda z}. \]

In the above equations \( T_b(z) \) is the steady temperature field and \( T_b \) is the oscillating part of \( T_b \), while \( \Re \) stands for the real part. The basic pressure field can also be obtained by solving Eq. (10) but it is not required explicitly.

We assume finite amplitude perturbations to the basic state in the form:

\[ \tilde{q} = \tilde{q}_b + \tilde{q}', \quad T = T_b + \Theta', \quad p = p_0 + p', \quad \rho = \rho_0 + \rho', \quad \tilde{H} = \tilde{H}_b + \tilde{H}'. \]

Substituting Eq. (16) in the Eqs. (1)-(6), we get the following equations:

\[ \nabla \cdot \tilde{q}' = 0, \]

\[ \frac{\partial \tilde{q}'}{\partial t} + (\tilde{q} \cdot \nabla) \tilde{q}' - \frac{\mu_m}{\rho_0} (\tilde{H} \cdot \nabla) \tilde{H}' = - \frac{1}{\rho_0} \nabla p' - \frac{\rho'}{\rho_0} \tilde{g} \hat{k} + \nabla^2 \tilde{q}' \]

\[ + \frac{\mu_m H_b}{\rho_0} \frac{\partial \tilde{H}'}{\partial z} \]  

\[ \frac{\partial \Theta'}{\partial t} + (\tilde{q} \cdot \nabla) \Theta' + W \frac{\partial \tilde{H}'}{\partial z} = \kappa_T \nabla^2 \Theta', \]  

\[ \frac{\partial \tilde{H}'}{\partial t} + (\tilde{q} \cdot \nabla) \tilde{H}' - (\tilde{H} \cdot \nabla) \tilde{q}' - H_b \frac{\partial W}{\partial z} = \nu_m \nabla^2 \tilde{H}', \]

\[ \rho' = -\rho_0 \tilde{\rho} \Theta'. \]

Further we consider only two-dimensional disturbances in our study and hence the stream function \( \Psi \) and magnetic potential \( \Phi \) are introduced as

\[ \Psi(x,y,z,t) = \psi(x,y,z,t), \quad \Theta(x,y,z,t) = \theta(x,y,z,t), \quad \Phi = dH_\theta \Phi^*, \quad \Theta = dH_\theta \theta^*, \quad \Psi = dH_\theta \psi^*, \quad \lambda = \lambda. \]

After dropping the asterisk, we get the non-dimensional governing equations in the form:

\[ \frac{1}{Pr} \frac{\partial \Psi}{\partial t} + R \frac{\partial \Theta}{\partial x} - \nabla^2 \Psi - Q \frac{\partial \Theta}{\partial x} = - \frac{1}{Pr} \frac{\partial \Psi}{\partial x}, \]

\[ \frac{\partial \Theta}{\partial t} - \nabla^2 \Theta = - \frac{1}{Pr} \frac{\partial \Psi}{\partial x}. \]

where, \( Pr = \nu / \kappa_T \) is Prandtl number, \( R = v / \kappa_T \) is Rayleigh number and \( Q = \mu_m H_\theta d^2 / \eta_0 \nu_m \) is Chandrasekhar number.

Non-dimensional form of the temperature gradient \( \partial T_b / \partial z \) which appears in Eq. (24) can be obtained from (12) as

\[ T_b(z,t) = T_0 + (1 - z) + \epsilon^2 \delta_2 F(z,t), \]

where

\[ F(z,t) = \text{Re} \{ a(\lambda) e^{iz} + a(-\lambda) e^{-iz} \} e^{-\lambda t}. \]

\[ a(\lambda) = \frac{1}{2} (e^{-\lambda z} - e^{-\lambda z}), \quad \lambda = -i \sqrt{\frac{2}{\kappa_T}} \]

Now, to study stationary magneto-convection, we use the time variations only at the slow time scale \( s = i^2 t \). Using this, we can
write the matrix form of Eqs. (23)–(25) as follows:

\[
\begin{bmatrix}
\frac{1}{\Pr} \nabla^2 - \nabla^4 & -Q\Pr \frac{\nabla^2}{\Pr} \\
1 - c^2 \delta^2 F(z, s) & 0 & 0 \\
-\frac{\partial}{\partial z} & \frac{\partial}{\partial z} - c^2 \Pr \frac{\nabla^2}{\Pr} \\
\end{bmatrix} \begin{bmatrix}
\psi \\
\Theta \\
\phi \\
\end{bmatrix} = 0
\]

The boundary condition to solve these equations are

\[
\frac{\partial}{\partial z} \psi, \quad \Theta = D\Phi = 0 \quad \text{on} \quad z = 0,
\]

\[
\frac{\partial}{\partial z} \psi, \quad \Theta = D\Phi = 0 \quad \text{on} \quad z = 1.
\]

where \( D = \frac{\partial}{\partial z} \).

3. Amplitude equation (Ginzburg–Landau equation) and heat transport

We now introduce the following asymptotic expansions in the above system (28):

\[
R = R_0 + \varepsilon^2 R_2 + \varepsilon^3 R_4 + \cdots,
\]

\[
\psi = \varepsilon \Psi_1 + \varepsilon^2 \Psi_2 + \varepsilon^3 \Psi_3 + \cdots,
\]

\[
\Theta = \varepsilon \Theta_1 + \varepsilon^2 \Theta_2 + \varepsilon^3 \Theta_3 + \cdots,
\]

\[
\Phi = \varepsilon \Phi_1 + \varepsilon^2 \Phi_2 + \varepsilon^3 \Phi_3 + \cdots.
\]

We substitute Eqs. (30)–(33) in Eq. (28), then at the lowest order in \( \varepsilon \) the equations are:

\[
\begin{bmatrix}
\frac{1}{\Pr} \nabla^2 - Q\Pr \frac{\nabla^2}{\Pr} \\
\frac{\partial}{\partial z} & 0 & 0 \\
-\frac{\partial}{\partial z} & 0 & -Q\frac{\nabla^2}{\Pr} \\
\end{bmatrix} \begin{bmatrix}
\Psi_1 \\
\Theta_1 \\
\Phi_1 \\
\end{bmatrix} = 0.
\]

This corresponds to the linear stability equations for stationary magneto-convection and has the solution in the form:

\[
\Psi_1(x, z, s) = A(s) \sin(kx) \sin(\pi z),
\]

\[
\Theta_1(x, z, s) = -\frac{k_c}{\delta^2} A(s) \cos(kx) \sin(\pi z),
\]

\[
\Phi_1(x, z, s) = -\frac{\pi}{\Pr} \delta^2 A(s) \sin(kx) \cos(\pi z),
\]

where \( \delta^2 = k_c^2 + \pi^2 \). Further the critical values of the Rayleigh number for the onset of magneto-convection in the absence of temperature modulation is

\[
R_0 = \frac{\delta^2 (\delta^4 + Q\pi^2)}{k_c^2}.
\]

At the second order, we have

\[
\begin{bmatrix}
\frac{1}{\Pr} \nabla^2 - Q\Pr \frac{\nabla^2}{\Pr} \\
\frac{\partial}{\partial z} & 0 & 0 \\
-\frac{\partial}{\partial z} & 0 & -Q\frac{\nabla^2}{\Pr} \\
\end{bmatrix} \begin{bmatrix}
\Psi_2 \\
\Theta_2 \\
\Phi_2 \\
\end{bmatrix} = \begin{bmatrix}
R_{21} \\
R_{22} \\
R_{23} \\
\end{bmatrix},
\]

where

\[
R_{21} = \frac{\partial}{\partial z} \frac{\partial}{\partial x} \frac{\partial}{\partial z} \frac{\partial}{\partial x} A(s) \sin(2\pi z) = 0,
\]

\[
R_{22} = \frac{\partial}{\partial z} \frac{\partial}{\partial x} \frac{\partial}{\partial z} A(s) \sin(2\pi z)
\]

\[
= \frac{k_c^2}{2\delta^2} A^2(s) \sin(2\pi z)
\]

and

\[
R_{23} = \frac{\partial}{\partial z} \frac{\partial}{\partial x} A(s) = -\frac{k_c^2}{2\delta^2} A^2(s) \sin(2kx).
\]

Now considering the conditions \( \Psi_2(x, z, s) = 0, \\frac{\partial}{\partial z} \Theta_2 = 0 \) and \( \frac{\partial}{\partial z} \Phi_2 = 0 \), the solution of the second order system is

\[
\Psi_2(x, z, s) = 0, \quad \Theta_2(z, s) = -\frac{k_c}{8\pi\delta^2} A^2(s) \sin(2\pi z),
\]

\[
\Phi_2(x, s) = -\frac{\pi^2}{8k_c \Pr \delta^4} A^2(s) \sin(2kx).
\]

The horizontally averaged Nusselt number, \( Nu \), for the stationary magneto-convection (the preferred mode in this problem) is given by

\[
Nu(s) = \int_0^{2\pi/k_c} \frac{Q\Pr \delta^2 (1 - \cos(\pi z))}{F(z, s)} ds.
\]

At the third order, we have

\[
\begin{bmatrix}
\frac{1}{\Pr} \nabla^2 - Q\Pr \frac{\nabla^2}{\Pr} \\
\frac{\partial}{\partial z} & 0 & 0 \\
-\frac{\partial}{\partial z} & 0 & -Q\frac{\nabla^2}{\Pr} \\
\end{bmatrix} \begin{bmatrix}
\Psi_3 \\
\Theta_3 \\
\Phi_3 \\
\end{bmatrix} = \begin{bmatrix}
R_{31} \\
R_{32} \\
R_{33} \\
\end{bmatrix},
\]

where

\[
R_{31} = \frac{Q \pi A_3}{2\delta^2} [\cos(2kx) \sin(\pi z) + \delta^2 A \sin(2\pi z),
\]

\[
R_{32} = -\frac{A_3 k_c}{4\delta^2} \cos(kx) \sin(2\pi z) + \frac{\delta^2 k_c}{4\delta^2} \cos(kx) \sin(2\pi z) + \delta k_c F(z, s) \cos(kx) \sin(\pi z),
\]

\[
R_{33} = \frac{A_3^2 \pi^2}{4\delta^2} \cos(2\pi z) \sin(2kx) - \frac{\pi}{\Pr} \frac{A}{\delta^2} \sin(2\pi z).
\]

We now apply the solvability condition for the existence of the solution of the third order system and simplify to get the Ginzburg–Landau equation in the form:

\[
\begin{bmatrix}
\frac{\partial}{\partial z} \frac{\partial}{\partial x} \frac{\partial}{\partial z} \frac{\partial}{\partial x} A(s) \\
\frac{\partial}{\partial z} \frac{\partial}{\partial x} \frac{\partial}{\partial z} \frac{\partial}{\partial x} A(s) \\
\frac{\partial}{\partial z} \frac{\partial}{\partial x} \frac{\partial}{\partial z} \frac{\partial}{\partial x} A(s) \\
\end{bmatrix} = \begin{bmatrix}
R_{21} \\
R_{22} \\
R_{23} \\
\end{bmatrix}.
\]

where \( I = \int_0^{2\pi/k_c} F(z, s) \sin^2(\pi z) ds \) and \( R_0^* = \frac{k_c^2}{2\delta^2} \).

We now move on to consider the effect of gravity modulation on magneto-convection in the absence of temperature modulation.

4. Gravity modulation

When the physical configuration of the magneto-convection problem is vibrated time-periodically in the \( z \)-direction then the
effective gravity takes the form:
\[
\vec{g}(t) = g_0 [1 + \epsilon^2 \delta_1 \cos(\omega t)] \hat{k},
\] (46)

where \( g_0 \) is the mean gravity, \( \delta_1 \) is the small amplitude of gravity modulation, \( \omega \) is the frequency and \( t \) is the time.

The governing equations for the magneto-convection are same as Eqs. (1)–(5) but with \( g \) given by Eq. (46). In the absence of temperature modulation, the basic state temperature distribution is given by
\[
T_b = 1 - z.
\] (47)

Following the procedure of the previous section, the non-dimensional form of the perturbation equations, on using Eq. (46), is:
\[
\nabla \cdot \vec{q} = 0,
\] (48)

\[
\frac{1}{Pr} \left[ \frac{\partial \vec{q}}{\partial t} + (\vec{q} \cdot \nabla) \vec{q} \right] - QPrm \vec{H} \cdot \nabla \vec{H} = - \nabla P + R\alpha(t) \vec{k} + \nabla^2 \vec{q},
\] (49)

\[
(\frac{\partial}{\partial t} - \nabla^2) T + (\vec{q} \cdot \nabla) T = 0,
\] (50)

\[
(\frac{\partial}{\partial t} - \nabla^2) \vec{H} + (\vec{q} \cdot \nabla) \vec{H} - (\vec{H} \cdot \nabla) \vec{q} = 0,
\] (51)

where \( R\alpha(t) = R_\alpha [1 + \epsilon^2 \delta_1 \cos(Q\omega t)] \). The other parameters in the above equations are as defined in the nomenclature. Now applying the solvability condition as in the previous section, we get the Ginzburg–Landau equation in the form
\[
\frac{\delta^2}{\delta t^2} + \frac{k^2}{Pr} \frac{\delta^2}{\delta \sigma^2} - R_\alpha \frac{Q \pi^2}{Pm} = \frac{k^2}{Pr} \frac{\delta^2}{\delta \sigma^2} R_\alpha [\delta_1 \cos(Q\omega t) + \frac{\delta^2}{\delta \sigma^2} A(s)]
\] (49)

\[
- \left[ \frac{k^4}{8Pm^2} \frac{Q \pi^4}{2Pm^2} \left( \frac{1}{2} - \frac{k^2}{\delta^2} \right) \right] A^3.
\] (52)

Eq. (52) has been solved numerically as in the previous section.

5. Results and discussion

In this paper we consider the individual effect of temperature and gravity modulations on heat transport by stationary magneto-convection in Newtonian liquids. The effects of temperature and gravity modulations are represented respectively by amplitudes \( \delta_2 \) and \( \delta_1 \). The effects of electrical conductivity and magnetic field come through \( Pm \) and \( Q \). There is the property of the fluid coming into the picture as well through the Prandtl number \( Pr \).

We concentrate on the modulated problem for only the direct mode. The focus in the paper is essentially on the effect of modulation on heat transport. In both the modulated problems considered, the Ginzburg–Landau equation is non-autonomous. We first discuss the results on temperature modulation and then on gravity modulation.

Three types of temperature modulation are considered:

1. In-phase modulation (IPM) \((\phi = 0)\).
2. Out-of-phase modulation (OPM) \((\phi = \pi)\).
3. Modulation only of the lower boundary (MOLB) \((\phi = -i\infty)\).

From linear theory of the problem that can be taken from Siddheshwar and Pranesh [36], the following results are available.

1. \( R_\alpha \) is same for all values of \( Pr \) and \( Pm \) as we consider only the stationary mode of convection that is possible in conducting liquids in which \( Pr < Pm \).
2. \( R_\alpha(Q = 0) < R_\alpha(Q \neq 0) \).

A weakly non-linear study pursued in the paper using Ginzburg–Landau equation reveals many new results on heat transport, which have been presented in terms of the Nusselt number \( Nu(s) \). The effect of each one of these modulations on heat transfer, are shown in Figs. 2s–5s.
Fig. 2(a)–(c) concerning IPM shows that initially when \( t = 0 \) the value of \( Nu \) is 1.0, which shows the conduction state of the system. As the value of \( t \) increases the value of \( Nu \) also increases. Then the \( Nu \) versus \( t \) curves level off after some time. This result is seen when the amplitude of temperature modulation is quite small. The above pattern of variation is also seen in the case of OPM (see Fig. 3(a)–(e)) and MOLB (see Fig. 4(a)–(e)). In the OPM and MOLB cases, however, the \( Nu \) versus \( t \) curves are oscillatory.

Lower plate is modulated (\( \phi = -i \infty \))

Fig. 3. \( Nu \) versus time (s). (a) \( Pr, \delta_2 = 0.05, Pm=1.6, Q=25.0, \omega = 2 \). (b) \( Pm, \delta_2 = 0.05, Q=25, Pr=1.0, \omega = 2 \). (c) \( Q, \delta_2 = 0.05, Pm=1.6, Pr=1.0, \omega = 2 \). (d) \( \delta_2, Pr=1.0, Pm=1.6, Q=25.0, \omega = 2 \).

Out - phase modulation (\( \phi = \pi \))

Fig. 4. \( Nu \) versus time (s). (a) \( Pr, \delta_2 = 0.05, Pm=1.6, Q=25.0, \omega = 2 \). (b) \( Pm, \delta_2 = 0.05, Q=25, Pr=1.0, \omega = 2 \). (c) \( Q, \delta_2 = 0.05, Pm=1.6, Pr=1.0, \omega = 2 \). (d) \( \delta_2, Pr=1.0, Pm=1.6, Q=25.0, \omega = 2 \).
From these figures the following general result is also apparent:

\[ Nu^{MOLB} < Nu^{IPM} < Nu^{OPM} \]

Fig. 3(d) shows the effect of amplitude of temperature modulation on \( Nu \) in the case of OPM. It is obvious from the figure that

\[ Nu(\delta_2 = 0.05 < Nu(\delta_2 = 0.1 < Nu(\delta_2 = 0.5. \]

Fig. 4(d) reveals that this result is true in the case of MOLB also.

Further we have some more results on heat transport quantified in the form of Nusselt number \( Nu(s) \):

1. \( Nu(Pr = 0.7) > Nu(Pr = 1.0) > Nu(Pr = 1.5) \) (see Figs. 2(a), 3(a), 4(a), and 5(a)).
2. \( Nu(Pm = 1.6) < Nu(Pm = 2.6) < Nu(Pm = 3.6) \) (see Figs. 2(b), 3(b), 4(b), and 5(b)).
3. \( Nu(Q = 0) > Nu(Q \neq 0) \) (see Figs. 2(c), 3(c), 4(c), and 5(c)).
4. (a) \( Nu(\delta_2 = 0) < Nu(\delta_2 \neq 0) \) for OPM (see Fig. 3(d)).
5. (b) \( Nu(\delta_2 = 0) < Nu(\delta_2 \neq 0) \) for MOLB (see Fig. 4(d)).
6. \( Nu(\delta_1 = 0) < Nu(\delta_1 \neq 0) \) for gravity modulation (see Fig. 5(d)).

4. The value of \( Nu \) in case of MOLB is less than that of OPM but greater than that of IPM.
5. The results of IPM are non-oscillatory. However in cases of OPM and MOLB they are oscillatory and similar to that of gravity modulation.
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